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A B S T R A C T   

As emoji often appear naturally alongside text in utterances, they provide a way to study how prediction unfolds 
in multimodal sentences in direct comparison to unimodal sentences. In this experiment, participants (N = 40) 
read sentences in which the sentence-final noun appeared in either word form or emoji form, a between-subjects 
manipulation. The experiment featured both high constraint sentences and low constraint sentences to examine 
how the lexical processing of emoji interacts with prediction processes in sentence comprehension. Two well- 
established ERP components linked to lexical processing and prediction – the N400 and the Late Frontal Posi
tivity – are investigated for sentence-final words and emoji to assess whether, to what extent, and in what lin
guistic contexts emoji are processed like words. Results indicate that the expected effects, namely an N400 effect 
to an implausible lexical item compared to a plausible one and an LFP effect to an unexpected lexical item 
compared to an expected one, emerged for both words and emoji. This paper discusses the similarities and 
differences between the stimulus types and constraint conditions, contextualized within theories of linguistic 
prediction, ERP components, and a multimodal lexicon.   

1. Introduction 

The integration of text with emoji has quickly become a regular way 
that people communicate. Emoji meanings are integrated into the pro
cessing of sentences in real time (e.g., Barach et al., 2021; Beyersmann 
et al., 2023; Robus et al., 2020; Scheffler et al., 2022; Weissman and 
Tanner, 2018) and interact with grammar (Cohn et al., 2018, 2019), 
suggesting that these multimodal text-image interactions belong to a 
general communication system, as opposed to two separate ones (Cohn 
and Schilperoord, 2022). Here, we use this interaction between emoji 
and text to allow us to examine an area of language processing that has 
received much recent attention: prediction. 

Ongoing work on language processing has debated whether, when, 
and the extent to which anticipation of upcoming information occurs at 
various levels of language (Carter et al., 2019; Heilbron et al., 2022), 
including lexical (e.g., Brothers et al., 2015; DeLong et al., 2014a), se
mantic (e.g., Federmeier et al., 2002; Luke and Christianson, 2016), 
morphological (e.g., Dillon et al., 2012; Luke and Christianson, 2015, cf. 
Lau et al., 2022), syntactic (e.g., Ferreira and Qiu, 2021; Lau et al., 
2006), phonological (Connolly and Phillips, 1994; DeLong et al., 2005; 
van den Brink et al., 2001; cf. Poulton and Nieuwland, 2022) and 

orthographic structures (e.g., Laszlo and Federmeier, 2011). Much of 
this work has manipulated the predictability of a given word based on a 
prior sentence context; metrics of processing the target word (e.g., eye 
fixation probability, eye fixation duration, electrical brain activity) are 
taken as an index of the degree to which certain features of the word 
were anticipated or pre-activated. Some of these findings have recently 
been called into question (e.g., Nieuwland et al., 2018; Nieuwland, 
2019; Nieuwland et al., 2020; Poulton and Nieuwland, 2022), situating 
feature anticipation and prediction at an epicenter of current sentence 
processing research. In the present study, we extend this line of work 
and investigate how sentence context modulates the lexical prediction of 
emoji. By examining issues of prediction with emoji, a set of familiar, 
conventionalized visual signs, we explore to what degree prediction 
operates at an abstract lexical level, and, in turn, how such interactions 
point towards an integrated multimodal communicative system. We 
adopt an electrophysiological approach with Event-Related Potentials 
(ERPs), focusing on the N400 and Late Frontal Positivity components as 
indices of predictive processes. 

An important terminological clarification should be noted here. 
Ferreira and Lowder (2016: 218) describe prediction as the processing 
strategy that “make[s] use of contextual constraint to anticipate 
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upcoming input, leading to facilitated processing once the input is 
encountered.” Thus, we might draw a distinction between anticipation, 
which refers to the pre-activation of upcoming features, and prediction, 
which describes the underlying processing strategy that may manifest as 
anticipation. A somewhat different distinction comes from Van Petten 
and Luka (2012) and Delong et al. (2014b), who use prediction to mean 
the preactivation of a specific linguistic item and anticipation to mean the 
preactivation of more abstract lexical features. While the two terms are 
sometimes used interchangeably, we will follow the latter distinction 
between the two terms for the purposes of this paper. Our primary focus 
is on the prediction of specific lexical items. By investigating lexical 
prediction in this way, we hope to shed light on processing meaning in a 
multimodal environment. 

1.1. Multimodal processing 

Recent work has argued that the verbal, gestural, and pictorial mo
dalities can be integrated together into a single, multimodal cognitive 
architecture (Cohn, 2016; Cohn and Schilperoord, 2022). In this model, 
these different modalities link to a common conceptual structure of 
meaning, comprised of at least partially overlapping memory systems, as 
well as to combinatorial systems that structure their sequencing. Mul
timodality thus arises out of emergent coactivation of different struc
tures in this broader architecture. Combining emoji with text is a novel 
instantiation, particularly for interactive digital communication, but 
such multimodality in general is intrinsic to the way humans commu
nicate (e.g., Holler and Levinson, 2019; Zhang et al., 2021). In most 
text-emoji interactions, a common conceptual structure is shared be
tween one modality that uses a grammatical system (text) and one that 
does not (emoji); these modalities interact to together express meaning. 

Many multimodal interactions place one modality alongside another, 
such as gestures that temporally correspond with speech (e.g., Clark, 
1996; Dimitrova et al., 2016; McNeill, 1992; Morett et al., 2020) or 
emoticons/emoji that are added to clauses of text (e.g., Barach et al., 
2021; Christofalos et al., 2022; Filik et al., 2015; Holtgraves and Rob
inson, 2020; Pfeifer et al., 2022; Robus et al., 2020; Weissman and 
Tanner, 2018). However, substitutive interactions also occur prevalently, 
whereby units of one modality fill grammatical roles of another mo
dality. In gesture processing, these are referred to as “language like” 
(McNeill, 1992), “component” (Clark, 1996), or “pro-speech” 
(Schlenker, 2019) gestures. Prior studies have suggested that images, 
too, are readily integrated into the semantics of a sentence (e.g., Ganis 
et al., 1996; Nigam et al., 1992), and more recent research suggests that 
multimodal substitutions (tested with gestures, animations, and pic
tures) can even lead the observer to generate semantic and pragmatic 
inferences as reliably as standard words (Hintz et al., 2023; Pérez et al., 
2020; Schlenker, 2019; Tieu et al., 2019). 

Emoji can also substitute for words in a sentence, like the familiar I 
❤  NY. Recent work has observed that emoji replacing nouns and verbs 
can congruently be integrated into sentences (Ge and Herring, 2018). 
Cohn et al. (2018) found that emoji substitutions less congruent with 
their grammatical positions incur subsequent costs in processing 
downstream words. Cohn et al. (2019) elaborated on this account and 
found that emoji, while capable of being substituted in for words and 
contributing significant communicative content, are done so with a 
relatively simple (i.e., linear) grammatical structure and are more likely 
to replace nouns or adjectives than verbs or adverbs. Even noun sub
stitutions, however, may incur a processing cost, as Paggio and Tse 
(2022) found significant differences in eye-tracking measures between 
nouns and corresponding emoji substitutions. The authors claim that 
“emoji used as word tokens are more difficult to integrate in the pro
cessing of the sentence than the word tokens themselves” (25), though it 
is also possible that these findings reflect a general modality-switching 
cost rather than anything about processing emoji themselves. 

Research on electrophysiological responses to emoji substitutions 
has found that incongruous emoji can elicit certain neural patterns 

qualitatively similar to those elicited by incongruous words; however, 
these studies found differences between words and emoji in other neural 
signatures, interpreted as evidence for different mechanisms involved in 
word-only unimodal sentence processing and word + emoji multimodal 
sentence processing (Tang et al., 2020, 2021). It is worth noting, how
ever, that the stimuli used in these experiments appear to feature rela
tively uncommon and unnatural emoji substitutions, as in: “Our project 
eventually succeeded, and I felt very ☺/happy/☹/unhappy.” Face 
emoji, typically among the most commonly-used emoji, are usually 
utilized to highlight or modify tone, either accompanying text or as 
standalones, rather than as literal substitutions for emotion words, as 
illustrated by both qualitative (Gibson et al., 2018; Grosz et al., 2023; 
Yang and Liu, 2021; Yus, 2021) and corpus (e.g., Herring and Dainas, 
2017; Li and Yang, 2018; Na’aman et al., 2017) analyses. The effects 
found in these studies may be due to the unnaturalness of the sub
stitutions and may not extend to all (i.e., more naturalistic) emoji 
substitutions. 

The current experiment aims to add to the ongoing investigation into 
the processing of emoji substitutions in real time by assessing well- 
established ERP signatures. Do they merely yield interpretable utter
ances or are they more readily integrated into sentences in real time? 

1.2. N400 

Psycholinguistics has a long tradition of using ERPs to study semantic 
processing, dating back to seminal works in the 1980s (e.g., Kutas and 
Hillyard, 1980, 1983, 1984). This line of work described the N400 – a 
negative-going brain potential, peaking around 400 ms post-stimulus 
and typically centro-parietal with a slight right hemisphere bias, sensi
tive to the processing of meaning (see Kutas and Federmeier, 2011; Nour 
Eddine et al., 2022 for thorough reviews). While all meaningful stimuli 
will elicit a negative-going component peaking around this time 
post-stimulus (the N400 component), contextually unexpected lexical 
items (such as “ankle” in “He poured maple syrup on his ankle.”) 
generate a larger (more negative) N400 component compared to ex
pected items (“He poured maple syrup on his pancakes.”); this difference 
is called the N400 effect. 

While there is still debate over the exact functional interpretation of 
the N400 (e.g., Brouwer et al., 2017; Kuperberg et al., 2020; Lau et al., 
2009; Nieuwland et al., 2019; Nour Eddine et al., 2022; Rabovsky et al., 
2018, and many more) and what process(es) the component reflects, 
there are numerous studies that detail what factors can modulate the 
component. The notion of constraint is particularly relevant to the 
present study. The cloze procedure (Taylor, 1953) asks participants to 
fill in a blank in a sentence and offer their best guess as to what the 
blanked-out word should be. Gathering many responses gives the cloze 
probability of a given word – the percentage of respondents who agree 
on a word to fill in the blank. Cloze probability has been shown to 
correlate with N400 amplitude (e.g., DeLong et al., 2014a; Kutas and 
Hillyard, 1984; Quante et al., 2018; Wlotko and Federmeier, 2012): the 
higher the cloze probability of a given word, the smaller the N400 
component will be. Cloze probabilities offer a metric of contextual 
constraint – how strongly the preceding context leads to the expectation 
of a specific word. A highly constraining sentence will have a high cloze 
probability for a specific word (“The US flag features red, white and 
____”), and a lowly constraining sentence will not have very high cloze 
probabilities for any word (“Her favorite animal is the ____”). This pre
dictability manipulation is not limited to word processing, as cloze 
probability modulates N400 amplitudes in non-verbal narrative se
quences as well (Coderre et al., 2020). 

Previous research has also demonstrated N400 modulation in 
multimodal environments. Manfredi et al. (2017) presented visual 
narrative sequences with word substitutions: a comic strip in which one 
panel displayed a word instead of the comic panel. The words could be 
either descriptive “sound effect” words (e.g., “Punch!”) or onomatopoeia 
words (e.g., “Pow!”). This study found modulations of the N400 effect 
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whereby anomalous onomatopoeic and descriptive word panels elicited 
larger amplitudes than congruent counterparts. An N400 effect also 
emerges for gestures incongruent with semantics of visually-presented 
sentences (He et al., 2020). 

Other work has specifically investigated written sentences with 
image completions, albeit novel, non-conventional ones. Nigam et al. 
(1992) presented participants with sentences in which the final word 
was replaced by a line drawing (i.e., a drawing of socks instead of the 
word “socks”) and found that semantically anomalous pictures elicited 
an N400 effect identical in time course, amplitude, and scalp distribu
tion to that elicited by words. In similar experiments, however, Ganis 
et al. (1996), Federmeier and Kutas (2001), and Pérez et al. (2020) all 
found that this cross-modal picture N400 had a slightly different scalp 
distribution than that to words – the picture N400 effect surfaced more 
frontally than the typical central-posterior word-evoked N400. A frontal 
negative component like this has also been found to surface in unimodal 
scenarios, including mismatching individual images (Holcomb and 
MacPherson, 1994), incongruous images in narrative sequences (Cohn 
et al., 2012), and incongruous objects in static visual scenes (Chen et al., 
2022; Võ and Wolfe, 2013), as well as to concrete (vs. abstract) nouns 
(Lee and Federmeier, 2008). 

1.3. Late frontal positivity 

Prediction in sentence processing has also been associated with an 
anterior positivity that emerges around 600 ms post-stimulus, typically 
found at Fz and sometimes with a slight left-hemisphere bias, hereafter 
referred to as the Late Frontal Positivity (LFP). The documented cir
cumstances leading to an LFP are encountering an unexpected yet 
plausible stimulus in a highly-constraining context (e.g., Brothers et al., 
2015; Brothers et al., 2020; DeLong et al., 2014a; Federmeier et al., 
2007; Quante et al., 2018; Thornhill and Van Petten, 2012). Encoun
tering “banana” in “For the snowman’s eyes the kids used two pieces of 
coal. For his nose they used a banana” would elicit both an N400 effect 
and an LFP as compared to the expected “For his nose they used a 
carrot.” An unexpected and implausible item (e.g., “For his nose they 
used a groan”) would elicit the N400 effect without an enhanced LFP 
(examples from DeLong et al., 2014a). 

As the LFP is less documented than the N400, there has also been less 
discussion about the functional significance of this effect. Based on its 
appearance specifically in high-constraint sentences, Federmeier et al. 
(2007) suspect it may be related to a prediction mismatch, in the form of 
either recognizing the error or allocating resources to revise based on 
said error. (DeLong et al., 2014a) investigate the component more 
directly. Their finding that the component is elicited to unexpected 
plausible completions, but not to unexpected anomalous completions, 
argues against the prediction mismatch and in favor of the revision 
hypothesis; there is mis-prediction in both, but revision in only the 
former. They hypothesize it may instead reflect the participant’s 
dependence on world knowledge in reconciling the plausible, yet un
expected, completion. Thornhill and Van Petten (2012) suggest that this 
component is “more related to lexical than conceptual factors” (p. 18), a 
suggestion supported in a follow-up investigation by Brothers et al. 
(2015). The latter group’s findings led them to propose that lexical 
predictions (which are strong in high constraint environments) are not 
only pre-activated but also already somewhat integrated into the sen
tence; (DeLong et al., 2014a), too, suggest that highly expected com
pletions may be pre-activated. Lastly, Brothers et al. (2020) and 
Kuperberg et al. (2020) suggest that this component indexes “success
fully updating the comprehender’s current situation model with new 
unpredicted information” (Kuperberg et al., 2020: 2). Encountering an 
unexpected word in a constraining context will necessitate a revision of 
that incremental and predictive situation model, reflected by the LFP. 

Like the N400, the LFP has been observed in multimodal environ
ments as well. In the Manfredi et al. (2017) study mentioned earlier, in 
which sound effect words (e.g., “Punch!”) or onomatopoeia words (e.g., 

“Pow!”) were substituted into visual narrative sequences, the sound ef
fect words, elicited an LFP effect compared to the onomatopoeia sub
stitutions. As the sound effect words have been shown to occur at a low 
frequency in comics (Pratha et al., 2016), this finding demonstrates that 
unexpected yet plausible stimuli can trigger this neural response in 
multimodal environments and provides further support for a predictive 
network that integrates stimuli across modalities. Pérez et al. (2020) 
recorded ERP responses to two types of pictures following an 
auditorily-presented context: “consistent” pictures, which match a spe
cific inferred prediction licensed by the context (e.g., a picture of a polar 
bear after hearing “Many animals live in the North and South Pole. 
Because the ice in these regions is melting, some animals die in the water 
because they cannot find a patch of ice”), and “inconsistent” pictures (e. 
g., a picture of a penguin after that same context). The researchers only 
analyze the N400 effect in this paper, but visual inspection of the 
waveforms suggests there might be a similar plausible-yet-unexpected 
LFP effect as well (p. 138). LFP effects have also been found to unpre
dicted (“incoherent”) images in image-only picture pairs and corre
sponding written sentences (Jouen et al., 2021), and unpredicted but 
sequentially reconcilable panels in visual narrative sequences (Cohn, 
2021; Cohn and Foulsham, 2020; Cohn and Kutas, 2017). 

1.4. Current study 

The observed modulation of language processing by predictability 
raises an interesting question about image substitutions: might they, too, 
be modulated by the predictability of a sentence context? If so, that 
suggests lexical prediction is part of a more general meaning-processing 
system with coverage broader than just words; this can be taken as 
further evidence of an integrated lexical processing system that can pull 
from and indeed be modulated across different modalities. Such a 
finding would also indicate that participants are able to easily access 
form-meaning mappings of emoji during typical language comprehen
sion tasks. As conventionality has been demonstrated to affect the pro
cessing of emoji out of context (Weissman et al., 2023), the present study 
seeks to explore how these conventional symbols, rather than novel 
pictures and line drawings, motivate multimodal lexical prediction. 

Our experimental design examines how theories of lexical prediction 
bear on multimodal scenarios by presenting participants with high 
constraint sentences with expected/unexpected completions and low 
constraint sentences with plausible/implausible completions; these 
sentences were presented either unimodally, all text, and multimodally, 
with the sentence-final noun replaced by its emoji substitution. Our 
overarching question in this investigation is whether emoji, substituted 
into sentences for words, are processed in a manner similar to those 
words. In combining the theories of multimodality and lexical prediction 
outlined above, we expect ERP responses to emoji to closely mirror those 
to words, i.e., a centro-parietalN400 effect to unexpected emoji, 
regardless of constraint, and a late frontal positivityto unexpected but 
plausible emoji in highly constraining contexts. 

2. Methods 

2.1. Stimuli 

The stimuli were 160 sentences – 80 high constraint and 80 low 
constraint. The last word of each sentence was a noun with a corre
sponding emoji with high naming agreement. The emoji utilized were 
concrete noun emoji, such as animals, foods, and objects. This choice 
was motivated by findings from the Cohn et al. (2019) production study 
showing that emoji substitutions of nouns are more common than of 
verbs or adjectives or adverbs, as well as other work on the widespread 
polysemy and ambiguity of facial expression emoji (e.g., Weissman 
et al., 2023) we sought to avoid in these stimuli. The form of the 
sentence-final noun was manipulated between subjects; each participant 
would always see either a word or an emoji. This setup navigates away 
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from the potential for differing early attentional components and allows 
for analysis of the processes of meaning integration without elements of 
lower-level visual surprise. 

To ensure the emoji used had high naming agreement across multiple 
participants, a norming study was carried out. 316 emoji were divided 
into two lists, and each list was presented as a survey to participants on 
Amazon Mechanical Turk. Participants (N = 35 per list) were asked 
simply to type in the name of each emoji that appeared in the survey. 
Participants who consistently gave joke answers (n = 3) were excluded 
and their responses were omitted. 160 nouns, all with emoji with high 
naming agreement were selected for the stimuli sentences; the average 
naming agreement for the emoji was 0.948 (SD = 0.05, range =
0.914–1). Participants in the main experiment who saw sentence-final 
nouns in emoji form were shown a naming survey with the 160 emoji 
after the ERP experiment; average naming agreement from these par
ticipants was 0.993 (SD = 0.024, range = 0.809–1). 

160 sentence frames were developed such that there were 80 high 
constraint sentence frames and 80 low constraint sentence frames. A pair 
of experimental sentences within each constraint condition was created 
by replacing the sentence-final noun with an alternative noun, selected 
from the same set. This means each high constraint expected noun also 
appears exactly once as a high constraint unexpected noun in a different 
sentence in a different experimental list. The high constraint sentence 
frames had one expected completion (high cloze, high plausibility) and 
one unexpected completion (low cloze, high plausibility); the low 
constraint sentence frames had one plausible completion (low cloze, 
high plausibility) and one implausible completion (low cloze, low 
plausibility). 

These items were normed to ensure the conditions behaved as ex
pected in terms of expectancy and plausibility. Cloze probabilities were 
acquired by asking participants (total N = 255, originally divided into 
two lists, then followed by a third list testing revised items after the first 
pass) recruited through Amazon Mechanical Turk (hereafter MTurk) to 
provide the most likely completion to each sentence frame. The cloze 
results from each of the four conditions are presented in Table 1. 

Plausibility ratings were acquired by presenting the sentence in full 
(with word completions, not emoji) to a new set of participants (N =
123) recruited from MTurk and asking them to judge the sentence for 
plausibility (“Does this sentence describe something that is possible?”) 
on a 1–5 scale. The average plausibility scores for the four conditions are 
provided in Table 1 (right). 

Stimuli were sorted into four experimental lists. Lists were counter
balanced such that each list contained 40 stimuli from each condition 
and each participant would see each sentence frame only once. 

Example sentences are provided below in Fig. 1. 

2.2. Participants 

Participants in the experiment were 42 university students (10 male, 
32 female, average age = 20.9). All participants were right-handed, 
monolingual English speakers, and reported no history of brain 
trauma, neurological impairment, or psychoactive medication. Two 

participants’ data were omitted from final analysis due to high initial 
trial rejection percentages (>20%), making a final dataset of 40 par
ticipants – 20 who saw sentence-final words and 20 who saw sentence- 
final emoji. Participants provided informed consent according to Uni
versity of Illinois IRB protocol and were compensated financially for 
their participation. 

Previous research (Miller et al., 2016, 2017; Tigwell and Flatla, 
2016) has investigated cross-platform differences between emoji, 
finding that the visual differences can lead to miscommunications and 
differing interpretations. Though these studies targeted face emoji, the 
non-face emoji have significant cross-platform visual differences as well. 
Since our object of study here is form-meaning mappings, we sought 
consistency and familiarity in emoji used in the experiment. For that 
reason, we used the iOS emoji and only recruited iOS users as partici
pants. Participants were asked in a post-experiment survey to rate (on 
1–10 scales) how familiar they are with emoji and how frequently they 
use emoji. The average rating was 9.25 (SD = 1.01) for familiarity and 7 
(SD = 2.55) for personal usage. 

2.3. Procedure 

Participants were seated approximately 100 cm in front of a com
puter monitor and randomly assigned to one of eight experimental lists. 
Sentences were presented one word at a time, with each word remaining 
in the center of the screen for 300 ms followed by a 200 ms blank screen 
(500 ms SOA). The timing for the sentence-final emoji was the same. A 
basic comprehension question appeared after 35% of trials to ensure 
participants continued to pay attention throughout the experiment. 

2.4. Data analysis 

Continuous EEG was recorded from 28 tin scalp electrodes in stan
dard and extended 10–20 locations in an elastic cap. Electrodes placed 
below the left eye and at the outer canthus of each eye (referenced 
offline in a bipolar montage) monitored eye movements. Channels were 
referenced during recording to the left mastoid and re-referenced offline 
to the algebraic mean of the right and left mastoids. Electrode imped
ances were held below 10 kΩ. EEG was amplified using a BrainAmpDC 
bioamplifier system (Brain Products GmbH) and digitized with a 1000- 
Hz sampling rate and an online analog 0.016–250 Hz bandpass filter. A 
0.1–30 Hz bandpass (12 dB/octave roll-off) was applied to the contin
uous EEG offline. 

All data processing was done in the EEGLAB and ERPLAB toolboxes 
in MATLAB (Lopez-Calderon and Luck, 2014). Epochs were time-locked 
to the sentence-final emoji or word, beginning 200 ms before and ending 
1500 ms after presentation of the target. Independent Component 
Analysis (ICA) was run on the data to isolate blink and saccade com
ponents. If a blink or saccade component was detected based on visual 
inspection of the component topography and time course, this 

Table 1 
Results of norming for the four relevant conditions. Cloze range is 0–1, Plausi
bility range is 1–5.  

Condition Cloze expectancy 
of sentence frame 

Cloze probability 
of completion 

Mean plausibility 
rating (std. dev.) 

High Constraint 
Expected 

0.9 0.9 4.84 (0.25) 

High Constraint 
Unexpected 

0.9 0.001 4.23 (0.60) 

Low Constraint 
Plausible 

0.186 0.038 4.69 (0.45) 

Low Constraint 
Implausible 

0.186 0 1.52 (0.48)  

Fig. 1. Example stimuli in the two presentation formats and the four experi
mental conditions. 
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component was removed. After removal of these components, the 
average trial rejection was 4.6% overall (3.7% for participants who saw 
words and 5.5% for participants who saw emoji). 

ERP components were defined as the mean voltage within an a priori 
time window. A time window of 300–500 ms was used for analyzing the 
N400 and a window of 600–1000 ms was used for analyzing the LFP. A 
200 ms pre-stimulus baseline was used. Because the completion 
manipulation was different in high and low constraint sentences (ex
pected vs. unexpected in high constraint, plausible vs implausible in low 
constraint), these two levels of constraint were analyzed separately. 
Within each level of constraint, there was a two-level factor of sentence 
completion (expectancy – expected vs. unexpected in high constraint – 
and plausibility – plausible vs. implausible in low constraint). 

Midline electrode analyses were run with four levels of anteriority 
(Fz, Cz, Pz, Oz). Four regions of interest, each including five electrodes, 
were used for analysis of lateral electrodes, with two levels of anteriority 
(anterior, posterior) and two levels of hemisphere (left, right). However, 
across all analyses the results of the lateral electrode models generally 
mirror those of the midline electrode models; for the sake of simplicity in 
reporting and avoiding extraneous modelling, the current analyses 
involve the midline electrodes only; the anteriority approach allows for 
assessment of the expected effect topographies, namely a Pz-centered 
N400 and an Fz-centered LFP. 

In the spirit of moving away from null hypothesis testing (Cumming, 
2014), our statistical analysis here presents visual/numerical depictions 
of effect sizes rather than p-values; this approach follows similar efforts 
in ERP research such as Payne et al. (2015) and Rodríguez-Gómez et al. 
(2020). The linear mixed effect model parameter estimates with 95% 
confidence intervals are presented visually/numerically for interpreta
tion of effect sizes. If the confidence interval of a parameter does not 
overlap with zero, that may be interpreted as roughly equivalent to 
“statistical significance,” though attention should be paid to the size of 
the effect, represented continuously, rather than as a 
significant/not-significant binary. 

Primary analyses were conducted with linear mixed effects models 
on trial-level data (see Kretzschmar and Alday (2023) for more on this 
method of analysis) with random intercepts and slopes by sentence 
completion for participant and item. Grand mean ERPs are used here for 
scalp topography maps and waveform plots, but all analyses are con
ducted on the trial-level data. Sum coding was used for contrasts in all 
models, which means parameter estimates should be interpreted as ef
fect size for that factor when averaged across levels of the other factors. 
This setup eliminates the need for post-hoc testing, and main effects can 
be interpreted directly from model outputs (Brehm and Alday, 2022; 
Schad et al., 2020). The independent variables of expectancy (expected 
vs. unexpected), plausibility (plausible vs. implausible), and stimulus 
(word vs. emoji) all have two factors and are coded as (− 1, 1). Electrode 
has four levels (Fz, Cz, Pz, Oz), and codes Oz as the reference level (− 1); 
the parameter listed for Fz, for example, would estimate the extent to 
which amplitude at Fz differs from the average amplitude across all 
midline electrode sites. 

Since our hypotheses only concern electrode and stimulus type 
inasmuch as they relate to the expectancy and plausibility conditions, 
only the electrode*condition and stimulus*condition interaction terms 
are presented in results; this achieves the same purpose as analyzing 
difference waves to compare responses between emoji and words. Full 
model outputs are available at the link in the supplemental materials. 

3. Results 

3.1. High constraint 

Grand mean waveforms from sentence-final words and emoji in high 
constraint sentences are displayed in Fig. 2, with scalp maps in Fig. 3. 

Fixed effect parameter estimates from the linear mixed effects 
models run for high constraint sentences in both time windows are 
presented in Fig. 4. 

In the 300–500 ms time window, there is evidence for a reliable 

Fig. 2. Grand average ERP waveforms from nine representative electrodes for word and emoji completions to high constraint sentences. Negative is plotted up.  
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overall effect of expectancy (b = − 1.00; 95%CI = [− 1.51 -0.49]). This 
negativity had a posterior scalp distribution, as evidenced by the 
unexpected*Pz interaction (b = − 0.42; 95%CI = [− 0.70 -0.13]. There is 
no evidence for a reliable interaction between expectancy and stimulus 
type during this time window, neither as modulated by electrode site nor 
overall. 

In the 600–1000 ms time window, the expectancy effect is modulated 
by stimulus type, as evidenced by an increased negativity for emoji as 
compared to words for unexpected sentence completions, signaled by 
the unexpected*emoji interaction (b = − 0.41; 95%CI = [− 0.74 -0.07]). 
As in the earlier time window, anterior electrodes display a more posi
tive mean amplitude than do posterior electrodes; per the visualizations 

in Figs. 2 and 3, this is interpreted as evidence of a Late Frontal Positivity 
emerging to unexpected completions, with statistical support provided 
by the reliable unexpected*Fz interaction (b = 0.84; 95%CI = [0.56 
1.12]). 

3.2. Low constraint 

Grand mean waveforms from sentence-final words and emoji in low 
constraint sentences are displayed in Fig. 5, with scalp maps in Fig. 6. 

Fixed effect parameter estimates from the linear mixed effects 
models run for low constraint sentences in both time windows are pre
sented in Fig. 7. 

In the 300–500 ms time window, there is an overall negativity for 
implausible sentence completions (b = − 0.46; 95%CI = [− 0.87 -0.05]; 
there is no evidence that this implausibility effect varies based on 
stimulus type nor electrode. 

4. Discussion 

We investigated the extent to which lexical predictive processing is 
modulated by context across modalities, assessing word versus emoji 
sentence completions. We compared ERPs between expected and un
expected completions under high constraint and plausible and implau
sible completions under low constraint. We found that the effects under 
investigation, namely an N400 to unexpected nouns and an LFP to un
expected yet plausible nouns were reliably elicited by both words and 
emoji in both environments. In neither constraint condition was there 
any statistical evidence of a difference between emoji and words in the 
300–500 ms time window; however, there were small stimulus-related 
differences in the 600–1000 ms time window. Taken altogether, re
sults indicate that participants accessed and integrated lexical meaning 
from emoji in these multimodal sentences. 

Fig. 3. Scalp maps derived from difference waves in the two relevant time 
windows from word and emoji completions to high constraint sentences. 

Fig. 4. Fixed effect parameter estimates from linear mixed effects models run (separately) on the two relevant time windows for high constraint sentences. Dots 
indicate parameter estimate, bars extend to 95% confidence intervals. Shaded dots appear for estimates with confidence intervals that include 0; unfilled dots appear 
for estimates with confidence intervals that do not include 0. Sum coding is used, with “expected,” “word,” and “Oz” used as reference levels for Condition, Stimulus, 
and Electrode, respectively. 
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4.1. High constraint 

In high constraint sentences in the 300–500 ms time window, an 
effect of expectancy, with a posterior distribution typical of the N400, 
appeared for both emoji and words. There was no evidence for any 
stimulus-related interactions with expectancy in this time window, 
suggesting similar N400-related processes for emoji and words. With 
flexibility based on preferred N400 interpretation, we can say that 
participants’ lexical access was not affected by whether the lexical item 

appeared in word form or emoji form in these high constraint sentences, 
at least in a between-subjects setup in which the modality of the 
sentence-final noun itself is expected. 

That an LFP effect was found to unpredicted yet plausible emoji 
suggests participants are also able to integrate emoji in a manner similar 
to words; both stimulus types evoked a classically-frontally-distributed 
positivity in the 600–1000 ms time window. Theories of this compo
nent (e.g., Brothers et al., 2020; Kuperberg et al., 2020) posit that it 
reflects an updating of the discourse model based on the unexpected 
lexical encounter. In this experiment, then, participants not only antic
ipated upcoming lexical content, regardless of modality, but also were 
able to rapidly access that lexical content and update their discourse 
model, again regardless of form. This interpretation is consistent with a 
multimodal conception of the lexicon (Cohn and Schilperoord, 2022), in 
which the lexicon includes not just items from the verbal modality (i.e., 
words) but meaning-making units from any modality (e.g., drawings, 
gestures, emoji). Under this light, the LFP component can be said to 
reflect a response that appears across modalities and their integrations. 
The continued exploration of any-modal situations that evoke this 
pattern contribute to the developing understanding of the process 
indexed therein. 

It is worth noting, however, a stimulus-related difference in this time 
window, best characterized as an increased negativity to unexpected 
emoji. This negativity does not extend to frontal electrode sites and 
appears to be distinct from the aforementioned LFP, which does reliably 
emerge over those frontal sites, and instead resembles a “lingering” of 
the N400 component, best visualized at Pz/P4/C4 at the bottom of 
Fig. 2. Similar extended N400 effects have been found elsewhere in the 
literature in a wide range of cases, including but not limited to animacy 
violations (Vega-Mendoza et al., 2021), subject-verb agreement viola
tions (Tanner, 2019), gender-mismatching articles (Fleur et al., 2020), 
inconsistent words in counterfactual sentences (Wang and Xu, 2022), 
violations of world knowledge in an L2 (Romero-Rivas et al., 2017), 
violations of world knowledge in an L1 (Leuthold et al., 2015), and 

Fig. 5. Grand average ERP waveforms from nine representative electrodes for word and emoji completions to low constraint sentences. Negative is plotted up.  

Fig. 6. Scalp maps derived from difference waves in the two relevant time 
windows (300–500 ms left, 600–1000 ms right) from word (top) and emoji 
(bottom) completions to low constraint sentences. 
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various forms of sentence incongruity (e.g., Coulson et al., 2005; 
Meβmer et al., 2021). The temporal extension of the N400 has not been 
the subject of robust theoretical work; most often, authors will simply 
note that the N400 components they detected in the typical N400 time 
window also seem to extend beyond this time window, as we are doing 
here. We add this finding to the growing pile of extended N400 instances 
and further the call for theoretical explanations as to why this compo
nent sometimes, but not always, lingers. 

Nieuwland et al. (2019) do offer an explanation of the effect’s 
extension, positing that it could reflect “processing consequences of 
sentence plausibility and … continued efforts to integrate a word with 
its context” (7). At the very least, our current findings suggest broad
ening this claim from “word” to “lexical item,” as emoji in this experi
ment elicited the extended effect. Per the Nieuwland et al. hypothesis, 
this could constitute evidence of an emoji-word processing difference, 
indexing extended integration difficulty of emoji but not of words. 

Alternatively, there is another account of an extended post-N400 
negativity, dubbed the N700 by West and Holcomb (2000). This N700 
is intriguing, as it has been linked to increase word concreteness and 
mental imagery processes (e.g., Barber et al., 2013; Bechtold et al., 2023; 
Bechtold et al., 2018; West and Holcomb, 2000). These notions have 
ostensible connections to emoji processing, but the N700 effects 
described above all surface more over anterior sites, whereas the 
post-N400 negativity in this study is posterior. In addition to the topo
graphical difference, the negativity in this study is less easily categorized 
as a distinct effect, as the expected-unexpected difference at Pz for emoji 
is present throughout the entire post-stimulus time course. Though not 
often highlighted, an effect resembling this has been found in other 
studies of the semantic processing of visual content: Cohn (2021) found 
a similarly posterior sustained negativity to visual narrative sequences 
in which the climactic panel is an inference-generating “action star” as 
compared to when that panel is an explicit depiction of the climactic 
event itself. Visual inspection of the waveforms in Pérez et al. (2020) 
suggests there may, too, be a post-N400 negativity to the picture com
pletions in that study, though there is no statistical analysis of the later 
time window in the paper. 

Given the relative underdevelopment of theories describing (a) 
exactly when and why the N400 effect extends and (b) processing 
mechanisms underlying the N700, we remain unable to draw strong 
conclusions at the present time. It is also the case, as Nieuwland et al. 
(2019) note, that there is likely significant neural complexity underlying 
detected signals across a larger time window like this, so these two ac
counts are not even mutually exclusive. Future work, especially within 
multimodal processing environments, may be able to begin establishing 
differentiating lines between these hypotheses. 

That participants reliably accessed the meanings of the emoji, evi
denced by the N400 and LFP effects to unexpected completions in high 
constraint sentence frames, comes as a natural consequence of the 
conventionality of these signs. It may be the case that the participants in 
this experiment, college-age iPhone users highly familiar with this set of 
signs, are particularly adept at this sort of processing. Repeated practice 
of accessing this form-meaning mapping may facilitate the process more 
so than seeing novel, unfamiliar line drawings, consistent with other 
findings demonstrating that conventionality can affect the lexical access 
of emoji out of context (Weissman et al., 2023). Participants in this 
experiment all self-reported extremely high familiarity and 
frequency-of-use of emoji to the point there is not enough variability to 
check for correlations between these measures and the relevant ERP 
components in the current data; future work with a differently-targeted 
participant recruitment should probe the extent to which an individual’s 
familiarity with emoji and a given emoji’s conventionality affect the 
neural correlates of lexical access. As this experiment utilized relatively 
monosemous, unambiguous emoji in highly constraining sentences, 
lexical access of these emoji is likely facilitated compared to in Tang 
et al. (2020). The emoji vs. word ERP differences in the 300–500 ms 
window from that study may be a consequence of the less con
ventionalized face emoji and the less highly-constraining sentences used 
in the experiment. 

4.2. Low constraint 

Implausible completions of low constraint sentences generated a 

Fig. 7. Fixed effect parameter estimates from linear mixed effects models run (separately) on the two relevant time windows for low constraint sentences. Dots 
indicate parameter estimate, bars extend to 95% confidence intervals. Shaded dots appear for estimates with confidence intervals that include 0; unfilled dots appear 
for estimates with confidence intervals that do not include 0. Sum coding is used, with “expected,” “word,” and “Oz” used as reference levels for Condition, Stimulus, 
and Electrode, respectively. 
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significant negativity compared to plausible completions in the 300–500 
ms time window for both emoji and words. As before, the lexical access- 
related process reflected by the N400 seems to activate regardless of 
stimulus modality. There is borderline evidence for a three-way inter
action, observed within the implausible*emoji*Fz term (b = − 0.30; 95% 
CI = [− 0.59 -0.01]), interpretable as a weak sustained negativity to 
implausible emoji at Fz. This time window is not relevant for our hy
potheses regarding the plausibility manipulation beyond the absence of 
any LFP effect; this coupled with the borderline evidence for the small 
effect leads us away from making any strong interpretations here. We 
will note, however, that this anterior negativity qualitatively resembles 
the aforementioned extended N400/potential N700 observed in the 
early window, once again. 

Many of the low constraint stimuli in this experiment are simple 
sentences that essentially amount to categorization probes (e.g., “her 
favorite animal is the ฑ/”) – these sentences may be prompting a more 
categorization-style form of processing than do other low constraint 
sentences. Further work could investigate the extent to which sentence 
constraint and explicit or implicit categorization processes guide people 
to process emoji differently in different contexts by way of a systematic 
multimodal investigation of different types of violations in lowly- 
constraining contexts. 

5. Conclusions 

Taken together, the results of these experiments constitute evidence 
that lexical prediction can occur across modalities and is modulated by 
contextual effects like sentential constraint in the same ways as unim
odal prediction. This finding suggests a domain-independent processing, 
whereby substitutions across modalities are integrated into a singular 
multimodal utterance; lexical prediction appears to extend to these 
multimodal scenarios. This multimodal exploration of prediction 
meaningfully contributes to the ongoing theoretical discussions of the 
N400 and LFP. While the present research points strongly to big-picture 
“lexical” prediction of emoji, it does not bear on accounts of lower-level 
feature anticipation. As research continues on the potential anticipation 
of lower-level features of words, future work could probe whether 
lower-level features of emoji (i.e., visual characteristics) are anticipated 
in highly-constraining sentences. These insights may help to enlighten 
the unfolding discussion about feature anticipation (see e.g., Dikker 
et al., 2009; Eisenhauer et al., 2022; Gagl et al., 2020; Huang et al., 
2022, and especially Nieuwland (2019) for a thorough critical review of 
many of the findings in this arena). 

As this experiment utilized a between-rather than within-subject 
manipulation of the form of the sentence-final noun, it features more 
of these text-emoji substitutions than people naturally experience. While 
the multimodal parallel architecture emphasizes the ubiquity of multi
modal interactions (e.g., co-speech gestures), the extent to which the 
frequency of a substitution affects the processing of its meaning is a 
worthy follow-up question. Future work should follow in the footsteps of 
Ganis et al. (1996) and investigate these multimodal substitutions 
rigorously as a within-subject manipulation to assess how substitution 
frequency affects meaning integration. It is possible that this 
within-subject manipulation may also provide insights as to the exten
sion of the N400 effect and its appearance only to emoji stimuli in this 
experiment, though low-level visual-attentive differences between 
stimulus types may require clever alleviating. 

This work contributes to the growing research on the language 
processing of emoji. Consistent with previous ERP work (Weissman and 
Tanner, 2018), we find that emoji presented in sentence contexts are 
processed in qualitatively similar ways to the words or tone that they 
replace. Irony marking and noun substitution are just two of the many 
and growing functions of emoji (Dainas and Herring, 2021), and addi
tional work on the processing of these different graphic signs will 
continue to reveal how our linguistic system interacts with—or inher
ently reflects—multimodality. Emoji in multimodal contexts provide a 

natural setting in which to study fundamental processing across do
mains, and the findings presented here imply the integration of lin
guistic and pictorial processing. Continuing to study processing in these 
types of settings may provide valuable insights into the nature of lan
guage processing and domain-general cognition. 
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